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ABSTRACT
Large language models (LLMs) have gained significant attention in
various fields but prone to hallucination, especially in knowledge-
intensive (KI) tasks. To address this, retrieval-augmented generation
(RAG) has emerged as a popular solution to enhance factual ac-
curacy. However, traditional retrieval modules often rely on large
document index and disconnect with generative tasks. With the
advent of generative retrieval (GR), language models can retrieve by
directly generating document identifiers (DocIDs), offering superior
performance in retrieval tasks. However, the potential relationship
between GR and downstream tasks remains unexplored. In this
paper, we propose CorpusLM, a unified language model that lever-
ages external corpus to tackle various knowledge-intensive tasks by
integrating generative retrieval, closed-book generation, and RAG
through a unified greedy decoding process. We design the follow-
ing mechanisms to facilitate effective retrieval and generation, and
improve the end-to-end effectiveness of KI tasks: (1) We develop a
ranking-oriented DocID list generation strategy, which refines GR
by directly learning from a DocID ranking list, to improve retrieval
quality. (2) We design a continuous DocIDs-References-Answer gen-
eration strategy, which facilitates effective and efficient RAG. (3)We
employ well-designed unsupervised DocID understanding tasks, to
comprehend DocID semantics and their relevance to downstream
tasks. We evaluate our approach on the widely used KILT bench-
mark with two variants of backbone models, i.e., T5 and Llama2.
Experimental results demonstrate the superior performance of our
models in both retrieval and downstream tasks.
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1 INTRODUCTION
Large language models (LLMs) have recently revolutionized fields
such as question answering (QA), dialogue, and information re-
trieval, demonstrating impressive capabilities in a variety of lan-
guage tasks [3, 8, 9, 49, 62]. However, LLMs often face the problem
of “hallucination”, where the generated text may contain mislead-
ing or false information [20]. This issue is particularly severe in
knowledge-intensive (KI) tasks, such as slot filling [12] and open-
domain question answering [24]. To address this, a popular ap-
proach is the use of retrieval-augmented generation (RAG), which
involves a retriever to obtain relevant context from a large knowl-
edge corpus, followed by a generator model that synthesizes the
retrieved context into coherent responses [19, 27, 66].

Traditionally, the retrieval component follows an index-centric
framework [22, 23, 42, 56, 61]. Although this approach is widely
used, it has several drawbacks. Notably, the requirement for a large
document index to search the entire corpus results in consider-
able memory footprint. Furthermore, during training, the disparate
model structures for retrieval (matching similarity) and genera-
tion (auto-regressive) [2, 27, 31, 36] hinder the joint optimization
of both models. This limitation restricts the understanding of the
relationship between both tasks.

Recently, generative retrieval (GR) has emerged as a promising
paradigm [4, 35], which employs auto-regressive generative models
to retrieve relevant documents by directly generating document
identifiers (DocIDs) [47]. This method has shown improved perfor-
mance in web search and question-answering (QA) scenarios. While
prior research has focused on enhancing model training [46, 53, 63],
DocID design [30, 45, 54, 65], and task adaption [6, 7] for better
retrieval performance, the unification of generative retriever and
downstream generator is often overlooked. Furthermore, the poten-
tial of LLMs in the field of generative retrieval remains unexplored.

To address the above problem, we proposeCorpusLM, a unified
language model that utilizes external corpus and seamlessly inte-
grates generative retrieval, closed-book generation, and retrieval-
augmented generation to handle awide range of knowledge-intensive
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Figure 1: Overview of the CorpusLM framework. We aim to develop a unified language model that utilizes external corpus to
handle various knowledge-intensive tasks by integrating generative retrieval, closed-book generation, and RAG. To effectively
accomplish all tasks using unified greedy decoding, we propose a ranking-oriented DocID list generation strategy to improve
generative retrieval performance; and a continuous RAG strategy to sequentially decode DocID ranking list, references and
answer. We also enhance the model’s comprehension of DocID semantics through unsupervised DocID understanding tasks.

tasks. These tasks are closely interconnected, necessitating the
model to comprehend the relationships between queries, DocIDs,
and documents in order to generate accurate answers or DocID
ranking lists. To achieve this, we employ a multi-task learning
approach, where the generation of both DocIDs and answers is
integrated into a unified model training framework. The overview
of our framework is illustrated in Figure 1.

Moreover, to facilitate effective retrieval and answer generation
in the unified auto-regressive greedy decoding process, we propose
the following tailored training and inference strategies:
• For retrieval. Existing methods focus on mapping queries to a
single DocID, resulting in high accuracy for the top-ranked docu-
ment but lower accuracy for subsequent documents [63]. To address
this, we introduce a novel ranking-oriented DocID list gener-
ation strategy, allowing the model to learn from a ranking list of
DocIDs during training. We apply dynamic constraints during the
inference to ensure generating a valid and non-repetitive list of
DocIDs from the corpus. This strategy offers three advantages: (1)
it enables an end-to-end solution for RAG, as generating a list di-
rectly streamlines subsequent steps; (2) training on a query-DocID
ranking list can include all relevant DocIDs for a given query, hence
it can reduce the training sample confusion problem that exists
in existing generative retrieval methods; (3) taking into account
the already generated DocIDs during the next DocID decoding can
improve the overall ranking capability.
• For RAG, retrieved documents often contain irrelevant and re-
dundant information, hindering the accurate generation of answers.
To counteract this, we propose a continuous DocIDs-References-
Answer generation strategy. This strategy guides the CorpusLM
to first decode DocIDs and their fine-grained references from the
documents before decoding the final answer. By doing so, irrele-
vant information is efficiently filtered out, leading to more accurate
responses. Furthermore, our approach enables a continuous decod-
ing process for RAG, eliminating the need for multiple rounds of
interaction for document retrieval and answer generation, thereby
improving efficiency.
• DocID understanding. It is worth noting that existing pre-
trained language models do not possess knowledge related to Do-
cIDs. To enhance themodel’s understanding of DocIDs and establish
deeper relationships between DocIDs, queries, and documents, we

introduce a set of auxiliary DocID understanding tasks alongside
the main tasks of retrieval, generation, and RAG.

We evaluate our model on the KILT benchmark [37], which is a
benchmark for knowledge-intensive language tasks and comprises
11 distinct datasets classified into 5 categories of KI tasks. We im-
plement our model with two different backbone models, which are
the encoder-decoder T5 model [39] and the open-source decoder-
only LLM, Llama2 [50]. The experimental results showcase that
our proposed CorpusLM achieves superior performance in both
retrieval and downstream generation tasks.

2 RELATEDWORK
Generative Retrieval. Generative retrieval (GR) is a novel ap-
proach that leverages generative models as differentiable search
indices [47], allowing retrieval by directly generating relevant Do-
cIDs. Recent research in this field mainly focuses on the following
aspects: (1) Model training. A simple yet effective method involves
using generated pseudo queries for training data augmentation. Sub-
sequently, labeled query-DocID pairs are used to further fine-tune
the model [29, 46, 53, 64, 67]. To enhance the ranking ability of the
GR models, Zhou et al. [63] apply reinforcement learning to train a
reward model with various annotators, including sparse&dense re-
trievers, and LLMs, to provide relevance feedback for GRmodels. (2)
DocID design. Drawing inspiration from DSI [47], existing studies
explore various approaches such as atomic identifiers, text frag-
ments [1, 6, 64], semantic clusters and residual quantization [59].
For instance, Ultron [64] utilizes the document URL and title as
representations, while SEAL [1] considers all n-grams within a
corpus as potential identifiers. Recently, researchers have also ex-
plored term-sets as DocIDs [60] and learnable DocIDs [45, 54, 57].
(3) Task adaptation. To better align the GR model with downstream
tasks, CorpusBrain Chen et al. [7] propose pre-training methods
that enhance retrieval in knowledge-intensive tasks. Furthermore,
UGR Chen et al. [6] employ n-gram DocIDs tailored for retrieval at
various granularities, from sentences to entire documents. However,
these methods generally require an additional generator such as
FID [18] to produce the final output.
Knowledge-Intensive Language Tasks. Knowledge-intensive
language tasks refer to a range of NLP tasks that require accessing
external knowledge sources to provide accurate results [11, 24, 37,
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48, 58]. These tasks generally involve two components: a retriever
and a reader. The retriever obtains relevant information from a
large-scale knowledge source and the reader subsequently utilizes
specialized downstream models to read the retrieved context and
provide more accurate answers [2, 15, 31, 32, 36].

To enhance the performance of RAG models, various strategies
have been developed, which involve training the retriever and
reader modules separately using dense retrieval methods, such as
DPR [22], MT-DPR [33], DRQA [5] and FID [18]. Other strategies
focus on joint training of both modules, either by updating the
query encoder while keeping the document index static [27], or
by updating both the query and document encoders and asymp-
totically updating the document index during training [19, 43, 44].
Based on generative retrieval methods, SEAL [1], CorpusBrain [7]
and UGR [6] train the GR models and also utilize separate genera-
tors to accomplish downstream KILT tasks. Recently, UniGen [28]
introduced a unified framework for concurrent learning of GR and
QA tasks. However, it uses separate decoders to generate DocIDs
and answers, restricting its ability to generalize and scale.

3 METHODOLOGY
3.1 Task Formulation
In this work, we focus on addressing knowledge-intensive lan-
guage tasks through generative approaches, specifically generative
retrieval, closed-book answer generation, and retrieval-augmented
answer generation. These tasks can all be accomplished using auto-
regressive language models.

Formally, let’s consider a document 𝑑 in a document corpus,
and let 𝑑′ represent the pre-built identifier for document 𝑑 . For
generative retrieval, given a query 𝑞, we determine the relevance
R between 𝑞 and each document 𝑑 using the ranking model 𝑓rank
with parameters 𝜃 :

R(𝑞, 𝑑) = 𝑓rank (𝑑′ |𝑞;𝜃 ) =
∏𝑇

𝑖=1
𝑓rank (𝑑′𝑖 |𝑑

′
<𝑖 , 𝑞;𝜃 ), (1)

where 𝑇 is the length of the document identifier 𝑑′, and 𝑑′
𝑖
refers

to the 𝑖-th token in 𝑑′, and 𝑑′
<𝑖

represents the generated identifier
up to position 𝑖 .

For closed-book answer generation, given an input query 𝑞,
we estimate the probabilityA of generating a target answer 𝑎 using
the generation model 𝑓gen with parameters 𝜙 :

Agen (𝑎 |𝑞) = 𝑓gen (𝑎 |𝑞;𝜙) =
∏𝑇𝑎

𝑖=1
𝑓gen (𝑎𝑖 |𝑎<𝑖 , 𝑞;𝜙), (2)

where𝑇𝑎 is the total number of tokens in 𝑎, and 𝑎𝑖 refers to the 𝑖-th
token in 𝑎, and 𝑎<𝑖 represents the generated answer up to index 𝑖 .

For retrieval-augmented answer generation, the probability
of generating the target answer 𝑎 for input query 𝑞, taking into
account the set of retrieved documents D = {𝑑1, 𝑑2, . . . , 𝑑𝑘 }, is
quantified as follows:

Arag (𝑎 |𝑞,D) = 𝑓rag (𝑎 |𝑞,D; 𝜇) =
∏𝑇𝑎

𝑖=1
𝑓rag (𝑎𝑖 |𝑎<𝑖 , 𝑞,D; 𝜇), (3)

where 𝑓rag represents the model that generates the final answer
after considering the retrieved documents, parameterized by 𝜇.

In this paper, we aim to develop a unified language model for all
tasks, so we will use a consistent symbol 𝑓 with parameters 𝜃 to
denote all tasks defined in Equation (1)-(3) in subsequent sections.

3.2 CorpusLM: the Unified Language Model
CorpusLM is a multi-task learning architecture designed to handle
various types of knowledge-intensive tasks. It is a unified language
model capable of performing generative retrieval, closed-book gen-
eration, and retrieval-augmented generation through the same auto-
regressive greedy generation. The model identifies different tasks
using specific prefixes.

The overview of CorpusLM is illustrated in Figure 1. The training
of CorpusLM involves the following three basic tasks:
• Generative Retrieval: retrieving relevant documents to a given
query by generating a ranked DocID list, facilitating the model’s
ranking ability, and can be achieved through greedy decoding.

• Closed-book Generation: generating answers solely based on
the query input, without relying on external information, similar
to classic auto-regressive language models.

• Retrieval-AugmentedGeneration: generating answers by first
retrieving relevant content using DocID list generation, and
then generate references and final response through continu-
ous greedy decoding, enhancing effective and efficient RAG.

Moreover, in order to effectively integrate generative retrieval and
RAG, it is necessary to improve the model’s understanding of Do-
cIDs and the relationship between DocIDs and their corresponding
knowledge. Therefore, we incorporate a group of unsupervised Do-
cID understanding tasks into the multi-task learning framework to
enhance the model’s understanding of the meaning behind DocIDs:
• DocID Understanding: The model is equipped with auxiliary
tasks that deepen its understanding of DocIDs’ structure and
semantic meaning.
By training on the above four types of tasks that share common

patterns and connections, CorpusLM develops a more comprehen-
sive understanding of the relationships between retrieval and down-
stream tasks, as well as the meaning behind the DocIDs, thereby
gaining a more robust grasp of each individual task. Formally, the
training of CorpusLM aims to optimize objectives with a combined
loss function as below:

L = 𝜆1Lrank + 𝜆2Lgen + 𝜆3Lrag + 𝜆4Laux, (4)

where Lrank, Lgen, and Lrag are corresponding loss functions for
generative retrieval, closed-book generation, and retrieval-augmented
generation represented by Equations (1)-(3). Laux is the loss func-
tion for the DocID Understanding task. The specific forms of these
loss functions will be explained in subsequent sections. 𝜆1, 𝜆2, 𝜆3,
and 𝜆4 are weighting coefficients for each task’s loss.

3.3 Generative Retrieval: DocID List Generation
To address the limitation of traditional generative retrieval models,
which excel at generating the top-1 DocID but often lose accuracy
on subsequent DocIDs [63], we introduce a ranking-oriented DocID
decoding strategy in CorpusLM. Instead of using single query-
DocID training pairs and beam search, our strategy allows themodel
to learn from an entire DocID ranking list. By using the greedy
decoding method, the model can continuously generate a DocID
ranking list using natural language expressions. This approach
improves the ranking capability of CorpusLM and promotes joint
learning between retrieval and downstream generation tasks.
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Figure 2: Illustration of the two generation strategies for retrieval and RAG. (a) Ranking-oriented DocID list generation strategy.
We utilize a prefix tree built from DocIDs in the corpus to dynamically add constraints for generating valid and non-repeated
DocID ranking list. (b) Continuous generation strategy. It comprises three continuous decoding steps: (1) decode DocIDs and
map them to the corresponding documents; (2) decode fine-grained references from the documents; (3) decode the final answer.

3.3.1 Training Data Construction. The training process involves
learning from a ranked list of relevant DocIDs. However, the chal-
lenge lies in the fact that training queries are typically associated
with just one or a few relevant documents, which limits the model’s
capacity to learn effective ranking. To overcome this, we enhance
the training data with additional relevant documents. We start with
the original training queries and their respective answers. We first
use a BM25 [42] retriever to produce an initial list of potentially
relevant documents. Following this, we employ a dense re-ranker
SimLM [52] to re-rank the retrieved documents. We create a final
list of top-k DocIDs by taking the reranked documents and ap-
pending them to the original labeled DocIDs, ensuring there are no
duplicates in the combined list.

Through this method, each query in the training set is associ-
ated with a comprehensive list of top-k relevant DocIDs, enabling
the model to understand the relevance between multiple ranked
DocIDs and the given query, thus reducing training confusion and
improving its ranking capability. The final training data format is
depicted in Figure 2, where all of the relevant DocIDs is formatted
in a single natural language sequence.

3.3.2 Training Objective. The optimization goal for this task is
to maximize the overall relevance of the ranked list of document
identifiers 𝑑′ for each query 𝑞, as defined in Equation (1). The
optimization objective for generating the ranked list of DocIDs is
formalized as: Orank = max𝜃

∑
𝑑∈D R(𝑞, 𝑑), whereD represents the

set of documents that are to be ranked for the query 𝑞.
To optimize Orank and perform ranking in a natural language

format, the ranking loss Lrank of generative retrieval is defined as:

Lrank = −
∑︁𝑇𝑑

𝑖=1
log𝑓 (𝑠𝑖 |𝑠<𝑖 , 𝑞;𝜃 ), (5)

where 𝑇𝑑 denotes the length of tokens in the sequence comprised
of the target ranked DocID list. The ranking loss is designed to
encourage the model to predict the correct sequence of ranked
DocIDs by maximizing the log-likelihood of each token 𝑠𝑖 , given
the preceding tokens 𝑠<𝑖 , and the query 𝑞.

This approach helps to ensure that the model can generate a se-
quence of DocIDs that reflects the correct ranking order, also enable
ranking-aware generative retrieval in natural language expressions,
ultimately improving the retrieval performance of CorpusLM and
unification with other generative NLP tasks.

3.3.3 Inference Constraints. During inference, we employ a Do-
cID prefix tree constructed from the documents in the corpus to
add constraints that ensure the generation of valid, non-repetitive
DocIDs. As depicted in Figure 2(a), the process involves dynamic
activation of constraints during the generation of each token:

(1) If the token is the DocID start symbol "<docid>", we enforce
prefix constraints on the succeeding sequence.

(2) If the token is the DocID end symbol "</docid>", we lift the
constraints and remove the previously generated DocID from the
prefix tree to prevent duplication in subsequent generations.

(3) For all other tokens, we scan backward; if "</docid>" is
encountered, scanning exits. If "<docid>" is found, constraints are
applied to the sequence following to ensure the current token’s
validity within the prefix tree.

3.4 Closed-book Answer Generation
For closed-book answer generation, similar to auto-regressive lan-
guage models like T5 [39] and GPT [38], the model’s objective is to
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maximize the probability in Equation (2) with the following loss:

Lgen = −
∑︁𝑇𝑎

𝑖=1
log𝑓 (𝑎𝑖 |𝑎<𝑖 , 𝑞;𝜃 ) . (6)

3.5 RAG: Continuous Generation Strategy
In order to achieve all KI tasks in a unified greedy decoding process
and facilitate effective and efficient retrieval-augmented genera-
tion, this section introduces the continuous DocIDs-References-
Answer decoding strategy. Notably, in traditional RAG methods,
the retrieved documents often contain irrelevant and redundant
information that can hinder the accurate generation of answers.
Therefore, we propose decoding fine-grained references extracted
from the documents first before decoding the final answer.

Three-stage Decoding: As shown in Figure 2(b), our RAG de-
coding method consists of three steps: (1) Decode relevant DocIDs
and map them to the corresponding documents in the decoder of
CorpusLM. (2) Continue to decode fine-grained references extracted
from the documents. (3) Continue to decode the final answer.

Continuous Decoding: We achieve these three decoding steps
within a single decoding process, rather than reorganizing the input
content and relying on multiple input-output iterations. Instead,
after retrieving the documents, we directly continue decoding the
references and then proceed to decode the final answer.

Noise Sampling: To prevent the model from overly relying
on the previous reference when generating the final answer, we
introduce the noise sampling strategy. During training, there is a
probability 𝜏 of randomly selecting a sentence from the retrieved
documents and replacing the original ground-truth reference.

Training Objective: Given a query 𝑞, the model’s objective is to
first generate a reference 𝑟 after retrieving the relevant documents
D = {𝑑1, 𝑑2, . . . , 𝑑𝑘 }. The training process involves minimizing the
loss function Lref, which is defined as:

Lref = −
∑︁𝑇𝑟

𝑖=1
log𝑓 (𝑟𝑖 |𝑟<𝑖 , 𝑞,D;𝜃 ), (7)

where 𝑇𝑟 is the length of the reference 𝑟 , and 𝑟𝑖 denotes the 𝑖-th
token in the reference sequence. This expects the model to learn to
extract fine-grained references after the retrieved passages.

Subsequently, the model generates the final answer 𝑎. The loss
function for answer generation is defined as:

Lans = −
∑︁𝑇𝑎

𝑖=1
log𝑓 (𝑎𝑖 |𝑎<𝑖 , 𝑞,D, 𝑟 ;𝜃 ))

− 𝜏
∑︁𝑇𝑎

𝑖=1
log𝑓 (𝑎𝑖 |𝑎<𝑖 , 𝑞,D, 𝑟noise;𝜃 )) ,

(8)

where 𝑇𝑎 is the length of the answer 𝑎, D represents the set of
retrieved documents used during training, and 𝑟noise denotes the
randomly sampled sentence used as the noised reference.

The overall training loss Lrag is the sum of losses for reference
generation and answer generation:

Lrag = Lref + Lans . (9)

This training approach encourages the CorpusLM not only to gen-
erate useful references from documents that will aid in the final
answer generation, but also to generate the final answer from the
documents and the references.

Table 1: Details of datasets in the KILT benchmark.

Dataset Category Train Size Dev Size

FEVER [48] Fact Checking 104,966 10,444
AIDA CoNLL-YAGO [16] Entity Linking 18,395 4,784
WNED-WIKI [14] Entity Linking - 3,396
WNED-CWEB [14] Entity Linking - 5,599
T-REx [12] Slot Filling 2,284,168 5,000
Zero Shot RE [25] Slot Filling 147,909 3,724
Natural Questions [24] Open Domain QA 87,372 2,837
HotpotQA [58] Open Domain QA 88,869 5,600
TriviaQA [21] Open Domain QA 61,844 5,359
ELI5 [13] Open Domain QA 272,634 1,507
Wizard of Wikipedia [11] Dialogue 63,734 3,054

3.6 Unsupervised DocID Understanding Tasks
Since pre-trained language models lack inherent understanding of
DocIDs, we introduce the following tasks to enhance their under-
standing of DocIDs and align their knowledge with DocIDs:
• Predicting DocIDs from Pseudo Queries: The model gen-
erates a ranked list of relevant DocIDs given a pseudo query,
thereby enhancing ranking performance.

• Predicting DocIDs from Document Summaries: The model
predicts the ranking list of DocIDs given a document summary,
further improving ranking performance.

• Reciting Content Summary form DocID: The model gener-
ates a summary given a DocID, facilitating better memorization
of the main content associated with DocIDs.

• Predicting Related DocIDs form DocID: The model generates
a ranked list of DocIDs related to a given DocID, enabling the
model’s learning of document-level relevance.
For these tasks, pseudo queries and summaries are generated us-

ing the Llama2-7Bmodel [50] with specific prompts. To enhance the
model’s ranking ability, the ranking data augmentation is applied
to the above DocID prediction tasks, as discussed in Section 3.3.1.

All auxiliary tasks are formulated as seq2seq generative tasks.
During training, he model is trained to maximize the likelihood of
generating the target sequence. Teacher forcing is used to optimize
the cross-entropy loss Laux in Equation (4), given by:

Laux = −
∑︁𝑇𝑐

𝑖=1
log 𝑓 (𝑐𝑖 |𝑐<𝑖 ;𝜃 ), (10)

where 𝑇𝑐 represents the length of the target sequence 𝑐 for the
auxiliary task, 𝑐𝑖 represents the 𝑖th token in 𝑐 , and 𝑐<𝑖 corresponds
to the generated content up to position 𝑖 .

4 EXPERIMENTAL SETTINGS
4.1 Datasets
To evaluate CorpusLM’s retrieval and generation performance,
we employ KILT (Knowledge-Intensive Language Tasks) bench-
mark [37], an extensive benchmark that encompasses 11 datasets
across 5 knowledge-intensive natural language processing tasks,
including fact checking, entity linking, slot filling, open-domain
question answering, and dialogue. We evaluate CorpusLM’s perfor-
mance in retrieval, closed-book generation, and retrieval-augmented
generation. Detailed statistics can be found in Table 1.
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Table 2: Overall retrieval performance on KILT dev set. We report passage-level R-Precision (%). Models are emphasized with
the best in bold and the second in underline. The symbol "†" signifies that our model achieved superior results among all
baselines in a statistically significant manner (t-test, 𝑝 < 0.05).

FC Entity Linking Slot Filling Open Domain QA Dial.
Method FEVER AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW

Sparse&Dense Retrieval
BM25 30.29 2.82 1.38 3.84 32.04 43.37 12.34 31.31 14.40 1.20 17.20
DPR 59.10 79.51 - - 60.61 70.91 31.13 39.47 35.48 - 37.66
MT-DPR 64.05 81.69 49.20 46.95 57.64 73.81 32.80 38.42 36.29 10.86 38.00
RAG 66.04 76.40 48.28 46.01 53.57 67.97 38.25 34.61 41.38 10.70 38.04
E5 68.52 79.72 50.47 48.10 54.48 70.01 39.40 37.35 42.62 11.02 39.16
SimLM 68.06 80.11 51.98 49.54 55.42 72.11 38.58 36.11 41.80 10.36 38.31

Generative Retrieval
T5 71.63 86.71 67.34 62.20 64.87 78.51 38.69 38.09 45.73 10.35 42.51
BART 69.90 87.43 67.22 60.71 61.57 76.13 39.84 38.44 47.26 10.09 40.19
SEAL 70.55 82.05 57.09 58.70 55.91 74.89 39.67 40.54 44.16 9.32 41.59
CorpusBrain 72.23 88.79 69.40 63.23 63.42 79.05 40.09 39.45 47.97 10.68 42.19
Llama2 74.39 85.53 66.55 61.45 66.12 77.90 40.59 40.37 48.43 10.66 42.69
CorpusLM (T5) 75.64† 90.96† 70.35† 65.43† 68.89† 81.08† 41.46† 39.31 48.80 10.90 44.96†

CorpusLM (Llama2) 76.21† 88.59 69.39 64.18† 69.17† 80.79† 44.10† 42.06† 50.62† 10.88 43.92†

The model training is conducted using the training sets, and
evaluations are carried out using the development sets. As the
knowledge source, we utilize the pre-processed Wikipedia passages
split into sections. The passages are derived from EnglishWikipedia
articles based on the 2019/08/01 Wikipedia dump data, consisting
of a total of 5.9 million articles and 16.6 million passages. For both
dense and sparse models, we refine the passages by adding the title
of each article to its corresponding passage, following [7, 37].

4.2 Evaluation Metrics
For retrieval evaluation, consistent with previous works [1, 4, 27, 34,
37] and the official KILT evaluation metrics, we use R-precision [37]
as the evaluation metric, which is by the fraction 𝑟

𝑅
, with 𝑅 being

the number of contexts in the provenance set, and 𝑟 is the number
of relevant contexts within the top-𝑅 retrieved contexts.

For downstream evaluation, we adopt specific metrics for dif-
ferent downstream tasks. Specifically, as suggested in the KILT
resource paper [37], we use Accuracy for FEV, AY2, WnWi, WnCw,
T-REx and zsRE; Exact Match (EM) for NQ, TQA and HoPo; ROUGE-
L for ELI5; and F1 for WoW. To ensure a fair comparison with
non-finetuned generators, we include the percentage of outputs
containing gold answers ("has_answer"), in line with [17].

4.3 Baselines
4.3.1 Baselines for Retrieval Tasks. Retrieval tasks are divided into
two main approaches: Sparse&Dense Retrieval and Generative Re-
trieval. For Sparse&Dense Retrieval, we employ the following mod-
els: BM25 [42], a classic sparse retrieval model; DPR [22] and
its multi-task variant MT-DPR [34] for dense passage retrieval;
RAG [27], which combines dense retrieval with seq2seq models
for an enhanced generation; E5 [51], a state-of-the-art text em-
bedding model; and SimLM [52], a dense passage retriever with

effective pre-training methods. The Generative Retrieval methods
comprise T5 [39], a pre-trained encoder-decoder model for multi-
task learning, BART [26], a denoising autoencoder for text gen-
eration; SEAL [1], generating sub-strings as document identifiers;
CorpusBrain [7], incorporating pre-training strategies for KILT
retrieval task; and Llama2 [50], an open-source pre-trained LLM.

The baseline retrieval models are finetuned with labeled retrieval
data from KILT datasets. Except the DPR model is finetuned on
each specific dataset, other dense and generative retrieval models
are multi-task finetuned using retrieval data across all datasets, as
multi-task training in KILT leads to improved performance [7, 34].

4.3.2 Baselines for Downstream Tasks. For downstream tasks, we
consider two primary streams: Closed-bookGeneration and Retrieval-
augmented Generation. The Closed-book Generation models in-
cludeT5 [39],BART [26], and the open-source LLMnamedLlama2-
70B [50], all leveraging their pre-trained parameters for generative
tasks. For Retrieval-augmented Generation, we consider the fol-
lowing models: (1) DPR+BART [37], combining dense passage
retrieval with generative BART model; (2) RAG [27], an end-to-
end retriever-generator model; (3) MT-DPR+FID [34], integrating
multi-taskDPR retrieverwith a fusion-in-decoder generator [18]; (4)
BM25+Llama2-70B and E5+Llama2-13B&70B models reported
by [17] that utilize Llama2 [50] for answer generation.

4.4 Implementation Details
In our experiments, we utilize the T5-Base [39] (T5) and Llama2-
7B-Chat [50] (Llama2) as our backbone models with pre-trained
parameters from Hugging Face [55].

During training, we set the coefficients 𝜆1−4 to 1 and the noise
sampling probability 𝜏 to 0.2. Our training process involves a batch
size of 512 and a learning rate of 3e-4. We use 2000 warm-up steps
for the learning rate. To improve the training efficiency of the
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Table 3: Overall downstream performance on KILT dev set, considering both closed-book and RAG settings. In different
settings, models are emphasized with the best in bold and the second in underline. ♦ and ♥ indicates results from [37] and [17],
respectively. Following [17], the percentage of outputs containing gold answers ("has_answer") is noted in parentheses.

FC Entity Linking Slot Filling Open Domain QA Dial.
Method

FEVER AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW

Closed-book Generation
T5♦ - 81.84 47.35 46.58 47.24 1.58 25.20 12.66 25.79 21.02 13.15
BART♥ 80.67 86.62 47.91 48.01 43.84 3.03 26.15 16.86 32.54 22.69 13.77
Llama2-70B♥ 33.6(74.9) 39.8(54.5) 42.8(53.8) 39.2(55.7) 28.5(40.5) 11.3(13.6) 19.6(37.4) 13.9(25.1) 67.4(80.8) 23.00 13.30
CorpusLM (T5) 81.93 87.16 49.68 51.65 49.65 3.61 28.14 17.32 25.02 21.33 13.90
CorpusLM (Llama2) 85.34 86.91 56.66 50.37 51.05 18.22 29.57 26.13 41.34 22.94 14.85

Retrieval-augmented Generation
DPR+BART♦ 88.11 - 44.96 45.70 56.70 34.96 45.05 25.75 59.28 18.53 15.51
RAG♦ 87.70 77.40 49.00 46.70 61.48 47.42 48.78 27.68 61.73 16.11 13.28
MT-DPR+FID 88.49 79.77 49.52 47.15 79.43 69.09 50.07 36.50 69.62 15.77 15.60
BM25+Llama2-70B♥ 46.2(86.3) 18.0(35.9) 19.1(32.2) 14.2(30.9) 25.9(43.0) 31.4(37.8) 25.3(34.3) 25.9(33.4) 65.8(80.0) 21.30 12.20
E5+Llama2-13B♥ 66.3(73.5) 51.2(57.9) 48.6(51.4) 45.6(51.4) 17.2(42.3) 31.7(41.1) 36.1(43.3) 14.3(25.5) 56.3(76.2) 20.90 12.30
E5+Llama2-70B♥ 49.9(88.6) 51.2(57.9) 48.6(51.4) 45.6(51.4) 28.9(49.2) 35.0(43.2) 36.4(48.8) 28.1(35.8) 71.1(83.9) 21.50 13.20
CorpusLM (T5) 89.81 87.09 50.52 49.77 80.68 70.34 53.39 40.96 70.94 22.13 16.65
CorpusLM (Llama2) 90.22 85.03 56.54 50.32 81.57 72.79 55.38 42.23 72.43 23.46 16.96

CorpusLM (Llama2) model, we employ QLoRA [10] and Deep-
Speed [40, 41] technologies. We incorporate a maximum of top-10
and top-3 ranked passages for training the DocID decoding and
answer decoding, respectively. Each unsupervised DocID under-
standing task consists of approximately 300k training pairs.

During inference, we use dynamic constrained greedy decoding
for generative retrieval tasks and greedy decoding for downstream
tasks. For retrieval tasks, we limit the number of generated DocIDs
to a maximum of 10. For RAG tasks, we retrieve and utilize 3 pas-
sages as the contexts for downstream tasks. All experiments are
conducted on 8 NVIDIA Tesla A100 40GB GPUs.

5 EXPERIMENTAL RESULTS
5.1 Retrieval Performance
In this section, we evaluate the retrieval performance of our pro-
posed CorpusLM models based on T5 and LLama2, compared with
a range of baseline models, as presented in Table 2.

Comparison with Sparse&Dense Retrievers: Despite the
competitive performance of dense retrievers like MT-DPR, E5, RAG,
and SimLM, which have been fine-tuned through multi-task train-
ing, our CorpusLM models achieve superior performance in
most datasets by a significant margin (t-test, 𝑝 < 0.05). Specif-
ically, on the FEVER dataset, T5 and LLama2-based CorpusLM
outperform MT-DPR by 18.10% and 18.99% respectively. Similarly,
on the zsRE dataset, CorpusLM (T5) and CorpusLM (LLama2) sur-
pass SimLM by 12.44% and 12.03% respectively. We also observe
that the bag-of-words method BM25, a sparse retrieval model, falls
behind neural retrieval models in all tasks, highlighting the need for
neural models due to the complexity of these tasks. Notably, joint
training of the DPR model on multiple datasets (MT-DPR) outper-
forms individual dataset training in almost all cases, indicating the
effectiveness of joint training for improved retrieval performance.

Comparison with Generative Retrievers: Generative retriev-
ers generally outperform dense retrievers, indicating their effec-
tiveness in knowledge-intensive tasks. However, they still fall short
compared to our CorpusLMmodels. T5-based CorpusLM and LLama2-
based CorpusLM models generally exhibit similar retrieval perfor-
mance. LLama2-based CorpusLM performs better in fact-checking
and open domain QA tasks, while T5-based CorpusLM outperforms
in entity linking and dialogue tasks. Compared to other base-
line generative retrievers, our CorpusLMmodels consistently
achieve superior performance across most datasets. For exam-
ple, on the WoW dataset, CorpusLM (T5) and CorpusLM (LLama2)
outperform T5 by 5.76% and 3.31% respectively, and surpass Cor-
pusBrain by 6.57% and 4.11% respectively. On the T-REx dataset,
CorpusLM (T5) and CorpusLM (LLama2) outstrip SEAL by 23.21%
and 23.72%, and surpass LLama2 by 4.19% and 4.61% respectively.

5.2 Downstream Generation Performance
In this section, we analyze the downstream generation performance
of the models within the closed-book and open-retrieval settings
on the KILT dev set. The results are shown in Table 3.

In the closed-book setting, our CorpusLM models surpass
traditional language models like T5 and BART, and even out-
perform the larger model Llama2-70B, across most datasets.
While both CorpusLM variations demonstrate similar performance,
the larger parameter scale of CorpusLM (Llama2) provides a slight
edge over CorpusLM (T5) across most datasets. The T5-based Cor-
pusLM notably outshines T5 model by 10.88%, 11.67%, and 36.81%
on the WnCw, NQ, and HoPo datasets respectively, and even sur-
passes the Llama2-70B by 31.76%, 43.57%, and 24.60%. Furthermore,
on the FEVER and T-REx datasets, the Llama2-7B-based CorpusLM
surpasses the Llama2-70B by 153.99% and 79.12%, respectively. They
also excel in the has_answer metric by 13.94% and 26.05%. These
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Table 4: Ablation studies on retrieval performance. The best results are in bold for T5 and Llama2-based models, respectively.

FC Entity Linking Slot Filling Open Domain QA Dial.
Method

FEVER AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW

CorpusLM (T5) 75.64 90.96 70.35 65.43 68.89 81.08 41.46 39.31 48.80 10.90 44.96
w/o DocID Understanding Tasks 74.25 89.23 67.32 63.02 68.45 80.30 39.23 37.24 46.28 8.89 42.75
w/o Ranking-oriented Decode 74.03 90.67 70.65 65.97 67.98 80.78 40.17 37.13 46.92 10.06 44.70

CorpusLM (Llama2) 76.21 88.59 69.39 64.18 69.17 80.79 44.10 42.06 50.62 10.88 43.92
w/o DocID Understanding Tasks 75.28 87.58 66.13 62.75 69.07 79.37 42.83 40.82 49.24 10.08 42.59
w/o Ranking-oriented Decode 72.79 84.20 64.50 60.95 66.59 75.59 41.20 39.20 47.50 9.10 40.90

Table 5: Ablation studies on downstream performance in RAG setting. The best results are in bold for T5 and Llama2-based
models, respectively.

FC Entity Linking Slot Filling Open Domain QA Dial.
Method

FEVER AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW

CorpusLM (T5) 89.81 87.09 50.52 49.77 80.68 70.34 53.39 40.96 70.94 22.13 16.65
w/o Decode Reference 87.21 84.17 49.09 47.97 77.95 67.92 50.47 36.42 68.50 21.16 15.85
w/o Noise Sampling 88.31 86.48 49.41 48.53 79.14 68.90 52.78 38.81 70.29 20.17 15.05
w/o Pipeline Decode 89.18 86.12 48.38 47.07 78.51 67.83 52.56 39.06 69.82 22.39 16.20

CorpusLM (Llama2) 90.22 85.03 56.54 50.32 81.57 72.79 55.38 42.23 72.43 23.46 16.96
w/o Decode Reference 87.40 84.49 55.14 47.89 79.61 70.53 51.88 38.25 69.58 21.61 15.70
w/o Noise Sampling 88.04 85.43 55.42 48.65 79.77 71.51 54.25 39.66 71.79 21.31 15.66

results demonstrate the effectiveness of our multi-task learning
framework for closed-book generation tasks.

In the RAG setting, our CorpusLMmodels also take the lead,
with CorpusLM (Llama2) demonstrating themost substantial
improvements. Among small language models, our T5-based Cor-
pusLM outperforms RAG by 12.52%, 47.98%, and 37.37% on the AY2,
HoPo, and ELI5 datasets respectively. It even exceeds MT-DPR+FID,
which utilizes a stronger fusion-in-decoder generator, by 9.17%,
12.21%, and 40.36% on these datasets. Among LLMs, our Llama2-
based CorpusLM surpasses E5+Llama2-13B by 36.08%, 129.64%, and
37.92% on the FEVER, zsRE, and WoW datasets respectively. It even
outperforms E5+Llama2-70B by 80.80%, 107.99%, and 28.51% on
these datasets. The above results validate the effectiveness of our
multi-task learning framework and continuous RAG strategy.

5.3 Ablation Studies
In this section, we conduct experiments on ablations for both re-
trieval and downstream tasks, to assess the effectiveness of each
proposed component for T5 and Llama2-based CorpusLM.

5.3.1 Ablations for Retrieval Tasks. For retrieval tasks, we investi-
gate the impact of the DocID understanding tasks and the DocID
list decoding strategy. The results are shown in Table 4.

(1) Removing DocID understanding tasks reduces retrieval
performance across all datasets for both T5 and LLama2-
based CorpusLM. Specifically, we see notable decreases on the NQ,
HoPo, and ELI5 datasets by 5.37%, 5.53%, and 18.42% for CorpusLM
(T5), respectively. For CorpusLM (Llama2), we also see notable de-
clines on the WnWi and ELI5 datasets, with drops of 4.70% and

7.40%, respectively. This underlines the crucial role of DocID under-
standing in enhancing CorpusLM’s retrieval capability. (2) Chang-
ing the ranking-oriented decoding to the traditional beam
decoding leads to lower R-Precision in most datasets. Notably,
for CorpusLM (T5), TQA and ELI5 saw reductions of 3.84% and
7.74% in R-Precision, highlighting the importance of this strategy
for retrieval. For CorpusLM (Llama2), we also observe a consistent
performance drop without the DocID understanding tasks,

5.3.2 Ablations for Downstream Tasks. We further examine the
effectiveness of the proposed reference decoding, noise sampling,
and continuous decoding. The results are detailed in Table 5.

(1) Removing reference decoding, there’s a performance
decline across all tasks. This is particularly pronounced on NQ
and HoPo datasets, with a decrease of 2.92% and 4.54%, respectively.
For CorpusLM (Llama2), removing reference decoding notably af-
fects the accuracy in the Open Domain QA domain, especially for
TQA and ELI5, with reductions of 2.85% and 1.85%, respectively.
This indicates that reference decoding plays a critical role in fil-
tering out irrelevant information and generating more accurate
answers. (2) Without noise sampling, we also observe a re-
duction in most datasets, with decreases of 0.61% and 1.44% on
AY2 and on zsRE for T5-based CorpusLM, respectively. This sug-
gests that introducing noise during training helps improve RAG
performance. (3) The removal of continuous decoding leads
to drops in most datasets for CorpusLM (T5), with a decline of
2.14% on WnWi and 1.12% on TQA, showcasing the importance of
a streamlined decoding process.
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Figure 3: Analysis of ranking capability of CorpusLM for retrieval tasks. We compare our T5-based CorpusLM with dense
retriever SimLM and another T5-based generative retriever with traditional beam search, focusing on Recall@{1, 5, 10}.

Table 6: Analysis of the efficiency of RAG models.

Method Parameters Storage Latency

RAG 626M 59.3G 106.7ms
MT-DPR+FID 440M 51.2G 160.9ms
CorpusLM (T5) 220M 426.1M 78.4ms
w/ Pipeline Decode 220M 426.1M 102.9ms

5.4 Analysis of Ranking Capability
To evaluate the effectiveness of the proposed ranking-oriented
DocID decoding strategy, we conduct a series of experiments to
compare the dense retriever (DR) SimLM [52], generative retriever
(GR), and our T5-based CorpusLM, with a focus on the Recall metric.
Detailed comparisons are shown in Figure 3, where the generative
retriever utilizes our CorpusLM model with the traditional con-
strained beam decoding method.

For the four datasets in the figure, we observe that Dense Re-
triever is consistently outperformed by Generative Retriever for
Recall@1, but it surpasses GR at Recall@10. Notably, on the FEVER
and NQ datasets, DR lags behind GR by 7.41% and 7.81% at Re-
call@1, yet it leads by 3.01% and 11.44% at Recall@10, respectively.
This trend suggests that traditional GR methods are firmly focused
on the top-1 ranked DocID, often at the expense of accuracy for
other rop-ranked DocIDs. Our CorpusLM, however, demon-
strates superior performance to GR at all levels of Recall.
With improvements of 3.68% and -10.94% in Recall@10 for FEVER
and NQ, our model showcases an advanced capability for ranking
enhancement. Moreover, CorpusLM consistently outpaces the DR
at Recall@5 and is competitive at Recall@10. These results under-
line the strength of the ranking strategy employed by CorpusLM,
leading to improved ranking performance.

5.5 Efficiency Analysis for RAG Tasks
We then analyze the efficiency of our continuous RAG strategy,
evaluating model parameters, memory footprint and query latency,
as shown in Table 6. Our CorpusLM (T5) showcases a signifi-
cant reduction in the number of parameters, memory usage, and
query latency compared to other methods such as RAG and MT-
DPR+FID. Specifically, the CorpusLM model has approximately
2.8-fold fewer parameters than the RAG [27] model, resulting
in a substantially lower computational cost. Notably, it implies a
139.1-fold decrease in memory footprint, primarily due to the

model only requiring storage for titles and sections as DocIDs rather
than a large-scale dense document index. Moreover, compared with
MT-DPR+FID [34], the CorpusLM model exhibits a 2.1-fold re-
duction in query latency. The table also highlights that even
when utilizing a pipeline decode approach, our model maintains
its efficiency advantage, with a 1.3-fold faster decoding speed com-
pared to the multi-round input-output RAGmethod. Our CorpusLM
model utilizes continuous decoding to combine generative retrieval
and answer generation into a single step, which can accelerate re-
sponse times and cut down on the computational costs of repeated
interaction cycles in traditional RAG approaches.

6 CONCLUSION AND FUTUREWORKS
In this work, we propose CorpusLM, a unified language model that
handles various knowledge-intensive tasks by integrating gener-
ative retrieval, closed-book generation, and RAG. By unifying all
tasks and incorporating auxiliary DocID understanding tasks, we
facilitate joint learning of retrieval and generation, thus enhance
the model’s performance in KI tasks. This work opens up the po-
tential for unifying various IR tasks (especially the retrieval task
that cannot be easily performed by LLMs) into a single generative
language model. Furthermore, our model is enhanced with two
well-designed generation strategies: (1) a ranking-oriented DocID
list generation strategy, which refines GR by directly learning from
a DocID ranking list, to improve retrieval quality. (2) a continuous
DocIDs-References-Answer generation strategy, which facilitates
effective and efficient RAG. These generation strategies enable the
model to perform retrieval and RAG in a continuous auto-regressive
decoding process. Experiments conducted on 11 datasets in the KILT
benchmark have shown our CorpusLM’s superior performance in
both retrieval and downstream tasks.
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