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ABSTRACT
Recently, generative retrieval has emerged as a promising alterna-
tive to the traditional retrieval paradigms. It assigns each document
a unique identifier, known as the DocID, and employs a generative
model to directly generate the relevant DocID for the input query.
A common choice for the DocID is one or several natural language
sequences, e.g. the title, synthetic queries, or n-grams, so that the
pre-trained knowledge of the generative model can be effectively
utilized. However, a sequence is generated token by token, where
only the most likely candidates are kept and the rest are pruned
at each decoding step, thus, retrieval fails if any token within the
relevant DocID is falsely pruned. What’s worse, during decoding,
the model can only perceive preceding tokens in the DocID while
being blind to subsequent ones, hence is prone to make such errors.
To address this problem, we present a novel framework for gen-
erative retrieval, dubbed Term-Set Generation (TSGen). Instead
of sequences, we use a set of terms as the DocID. The terms are
selected based on learned weights from relevance signals, so that
they concisely summarize the document’s semantics and distin-
guish it from others. On top of the term-set DocID, we propose a
permutation-invariant decoding algorithm, with which the term set
can be generated in any permutation yet will always lead to the cor-
responding document. Remarkably, TSGen perceives all valid terms
rather than only the preceding ones at each decoding step. Given
the constant decoding space, it can make more reliable decisions
due to the broader perspective. TSGen is also resilient to errors: the
relevant DocID will not be falsely pruned as long as the decoded
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term belongs to it. Moreover, TSGen can explore the optimal decod-
ing permutation of the term set on its own, which further improves
the likelihood of generating the relevant DocID. Lastly, we design
an iterative optimization procedure to incentivize the model to
generate the relevant term set in its favorable permutation. We con-
duct extensive experiments on popular benchmarks of generative
retrieval, which validate the effectiveness, the generalizability, the
scalability, and the efficiency of TSGen.
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1 INTRODUCTION
Document retrieval, standing as the most representative form of
information retrieval, is fundamentally important to real-world
applications like web search, question answering, advertising, and
recommendation [17, 56]. Nowadays, they are also regarded as a
critical tool for the augmentation of large language models (LLMs),
where external information can be introduced to enhance their
knowledge and capability [29, 41, 52]. Typical document retrieval
methodologies call for two basic modules: representation and in-
dexing. For example, a sparse retrieval system uses lexical repre-
sentations and an inverted index [23, 36], while a dense retrieval
system is based on dense embeddings and an ANN index [25, 51].

Recently, generative retrieval [2, 39, 43, 59] emerges as a promis-
ing alternative to the traditional sparse or dense retrieval [28].
Specifically, it assigns each document a unique identifier, known as
the DocID, and employs a generative model to directly generate the
DocID of the relevant document for the input query. Compared with
traditional retrieval methods, generative retrieval is end-to-end dif-
ferentiable: the entire retrieval pipeline including representation
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and indexing is encapsulated into a generative model and hence
can be optimized by the Seq2Seq learning [28, 39]. Defining ap-
propriate DocID is fundamental to effective generative retrieval.
A large body of research utilizes one or several natural language
sequences as the DocID, such as the title [2], n-grams [1, 20, 21], or
synthetic queries [38, 60]. This is because modern generative lan-
guage models (e.g., T5 [34], Llama [40]) are pre-trained on natural
language, thus, employing a natural language based DocID may
seamlessly inherit the pre-trained knowledge of these models [1].
Besides, they are also more interpretable and generalizable than
other alternatives like naive ID [32] and clustering based ID [35, 43].

Unlike natural language generation, which allows flexible para-
phrasing for the same meaning, generative retrieval poses a unique
challenge: it must exactly generate the relevant DocID sequence.
The sequence is generated token by token. At each decoding step,
the top-𝐵 (𝐵: the beam size) likely candidates are kept and the rest
are pruned; consequently, the relevant DocID cannot be gener-
ated if any token within it is falsely pruned. Intuitively, this false
pruning problem is common and challenging to mitigate: the
generative model can only perceive preceding tokens in the DocID
(tokens next to the current decoding step), without access to the
information in subsequent ones, hence is prone to make mistakes.
This limits the overall retrieval quality.

In Figure 1(A), we introduce an example to better illustrate the
false pruning problem with sequence DocID. Without loss of gen-
erality, we use one query (“what is the sodium level in white bread” )
from the dev set of MSMARCO Dataset [30] and consider three
candidate documents where Doc1 is the relevant one. Following
previous studies [38], we use one synthetic query as the DocID,
and SE-DSI as the generative model. We can observe that the rele-
vant DocID is falsely pruned in the 4-th decoding step. Specifically,
the likelihood of its prefix is lower than that of the second Do-
cID, i.e. 𝑝 (what,is,the,calorie | 𝑄) < 𝑝 (what,is,the,sodium | 𝑄),
even though the suffix of the second DocID (“egg white” ) is not
relevant to the query at all. As stated, this problem stems from
the requirement for the exact generation of the relevant DocID
sequence. While existing approaches, such as increasing the beam
size or maintaining multiple DocID sequences per document [1, 21],
provide some relief, they do not systematically solve the issue.

In this work, we present a novel framework, dubbed Term Set
Generation (TSGen), to address the above problem. Instead of one
or several sequences, TSGen uses a set of terms as the DocID. These
terms are selected based on the learned weights from relevance sig-
nals. As a result, they not only concisely summarize the document’s
semantics, but distinguish the document from others.

On top of the term-set DocID, we propose a permutation-invariant
decoding algorithm, with which the terms can be generated in any
permutation yet will always lead to the corresponding document.
Akin to the widely used constrained beam search [2, 59], the pro-
posed algorithm guarantees the validity of the generated DocID.
In other words, the generated term set always corresponds to a
valid document in the corpus. In addition, it introduces three key
advantages. (1) At each decoding step, TSGen perceives all valid
terms rather than only the preceding ones, thereby acquiring full in-
formation about the DocID. Each term itself usually comprises only
one token, thus the decoding space remains unchanged, and TSGen
can make more reliable decisions given its broader perspective. (2)

TSGen is resilient to decoding errors. In contrast to sequence-based
generation, the relevant DocID will not be falsely pruned as long as
the decoded terms belong to it. (3) TSGen can explore the optimal
permutation on its own to generate the term set. It may permute
the terms in one way for certain queries while in another way for
others to maximize the likelihood. This flexibility makes it easier
to generate the relevant DocID and improves the retrieval accu-
racy. The algorithm is implemented with an inverted index and is
competitive in efficiency as elaborated in Section 3.2.

Back to our example in Figure 1(B), the three documents are
paired with their term-set DocID. At the 𝑖-th decoding step, the
model decodes the next term from the valid decoding space (𝑉𝑖 ).
Initially, this space encompasses the union of all terms, and it grad-
ually narrows down during the decoding process to ensure validity.
We can observe that the model sequentially decodes “sodium, white,
bread, calorie” from 𝑉𝑖 , successfully generating the relevant DocID.
At each decoding step, the model is exposed to all valid terms in
all documents, so it can thoroughly examine all information in the
DocID before making a decision. Besides, the model is allowed to
use a different permutation than the highlighted one, for example,
it may decode “bread” or “calorie” other than “white” in the second
generation step, which is just a different permutation of the term set
so the relevant DocID can still be generated. This error resilience
applies to the pruning of negative documents as well. In the second
and third steps, Doc3 and Doc2 are pruned when all the terms of
their DocID are considered irrelevant. Moreover, the model can
adjust the permutation of the term set for different queries. For
instance, it may generate “calorie white bread sodium” in response
to the query “how much calories is in the white bread”.

Finally, we devise an iterative optimization procedure to guide
TSGen to generate the relevant term set in its favorable permutation.
We employ the standard Seq2Seq loss while periodically update
the permutation of the term set based on the latest model snapshot.
The model converges in a state where it can successfully generate
the term set in the permutation that it reckons the most probable.

The contributions of our work are summarized as follows:
(1) We propose TSGen, a novel generative retrieval framework
where a set of terms is used as the DocID, and any permutations of
these terms lead to the corresponding document. It systematically
addresses the false pruning problem of the widely used sequence-
based DocID designs in existing generative retrieval methods.
(2) We devise tailored techniques for TSGen, including the learned
term selection, the permutation-invariant decoding algorithm, and
the iterative optimization procedure.
(3) We conduct extensive experiments on popular generative re-
trieval benchmarks. The results validate the effectiveness, general-
izability, scalability, and efficiency of TSGen.

2 RELATEDWORK
2.1 Traditional Document Retrieval
Document retrieval has been extensively studied for a long time.
There are mainly two threads of research towards traditional doc-
ument retrieval. One of them is sparse retrieval, which stores the
bag-of-words (BOW) representation of a document and estimates
relevance based on the weights of overlapping terms, exemplified
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Figure 1: (1) An example of the false pruning problem stemming from the requirement of exactly generating the sequence
DocID. The relevant document (Doc1) is falsely pruned during decoding due to the limited perspective of the model and the low
resilience to errors. (2) TSGen successfully retrieves the relevant document in the same context. Based on the term-set DocID
and the permutation-invariant decoding, TSGen enjoys a broader perspective at each decoding step to make more reliable
decisions and is resilient to errors.

by BM25 algorithm [36]. Another one is dense retrieval, which fine-
tunes a pretrained language model to encode the document and the
query in a low-dimensional semantic space, and model the retrieval
problem as the maximum inner product search (MIPS) [3, 17, 45, 53].
When applied with tailored training techniques, including min-
ing hard negatives [33, 46, 49], distillation [24, 50], and retrieval-
oriented pretraining [42, 44], dense retrieval has achieved state-
of-the-art effectiveness. In the meantime, continuous efforts have
been made to enhance the sparse retrieval with PLMs to learn con-
textualized term weights [8, 10, 11, 23, 26]. All the aforementioned
retrieval methods rely on standalone indexes to work, such as the
inverted index [61] and the ANN index [16]. These separate indexes
cannot be optimized together with the encoding model.

2.2 Generative Retrieval
Recently, generative retrieval is proposed as an alternative to the
traditional index-then-retrieve pipeline [39], where a generative
model (usually a Seq2Seq language model like T5 [34]) is fine-
tuned to directly map the input query to its relevant document.
In this formulation, the document is represented by its identifier,
namely the DocID, a much shorter signature than the document
itself and hence easier to generate. Meanwhile, the index is replaced
with the parametric memory of the language model and hence can
be optimized end-to-end. As a result, the DocID becomes one of
the most decisive factors for generative retrieval: the model must
generate the exact same DocID for the targeted document, and the
ranking of the document is determined by the generation likelihood

of its DocID. Based on the choices of DocIDs, current works can be
roughly partitioned into four groups:
(1) The atomic ID based methods [39, 58–60] use an integer or a
tokenized integer. They lack semantics since there’s no relation
between the document’s content and its DocID. Consequently, it
requires the model to remember all DocIDs during training.
(2) The clustering based methods [4, 27, 39, 43] use a series of
cluster center indices. Prevalent approaches include hierarchical
KMeans [39, 43], product quantization [4, 59], and residual quanti-
zation [35, 48, 55]. Despite their improvements, these DocIDs are
not directly compatible with pre-trained generative model because
their embeddings in the decoding table are newly introduced.
(3) The learned DocID based methods [37, 47] progressively learn
the DocID based on document reconstruction or relevance signals.
Similar to the clustering based ones, these DocIDs must be opti-
mized apart from the pre-trained weight of the generative model.
(4) The natural language based methods [1, 2, 5, 6, 9, 19, 38, 59] use
one or several natural language sequences, e.g., the URL, the title, n-
grams, or synthetic queries. These methods may directly inherit the
enhanced capability from the pre-trained generative model. Besides,
they are more interpretable than other alternatives. However, we
argue that the natural language sequences naturally suffer from the
false pruning problem. As a remedy, our work adopts a set of terms
as DocID, systematically mitigating the false pruning problem.

2.3 Set Generation
The concept of set generation originates from the Set Prediction
Networks [54], which optimizes permutation-invariant losses to
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learn to decode a set of vectors based on the input vector. There
have also been successful implementations to generate a set of texts
using transformers [14]. However, instead of generating indepen-
dent elements one by one, we seek to generate a term set in its
optimal permutation. This is somehow relevant to the autoregres-
sive graph generation, which generates a graph by sequentially
adding nodes and edges [12, 13, 15, 22]. Multiple autoregressive
node-edge sequences (intractable) may lead to the same graph, yet
only a few of them are believed to be easier for model learning
since they may follow some straightforward patterns. By compari-
son, our task is even more challenging as there are no given nodes
and edges. In other words, we have to construct the term set from
scratch and then determine its generation order. In this paper, we
propose the learned term selection to extract discriminative terms,
and the iterative optimization to guide the model to generate the
relevant term set in its favorable permutation.

3 METHODOLOGY
In generative retrieval, each document is associated with its identi-
fier, namely the DocID. A generative model is employed to generate
the DocID of the relevant document for the query. The relevance
between the query 𝑄 and the document 𝐷 can be expressed as:

Rel(𝑄, 𝐷) = Ψ

({∏ |𝐼 |
𝑖=1

𝑝 (𝐼𝑖 | 𝐼<𝑖 , 𝑄 ;Θ) : 𝐼 ∈ I(𝐷)
})

, (1)

where I(𝐷) denotes all the DocIDs assigned to 𝐷 and Ψ is a family
of functions to aggregate multiple scalars into one. Usually, there is
only one DocID for each document, so Ψ(·) is the identity function
1(·). SEAL [1] and its followers [5, 21] assign multiple sequences
to each document as the DocID. In that case, Ψ(·) is implemented
with an intersective scoring function based on heuristics.

Computing Rel(𝑄, 𝐷) with all documents in the corpus is compu-
tationally prohibitive, thus, existing methods resort to constrained
beam search for efficient generation. In brief, at each decoding step,
only 𝐵 candidates are selected for a further generation while oth-
ers are all pruned out based on the likelihood of their prefixes (i.e.∑∗
𝑖=1 log 𝑝 (𝐼𝑖 | 𝐼<𝑖 , 𝑄 ;Θ)). However, the generative model is likely

to falsely prune the relevant docid by mistake since it can only
perceive preceding tokens without access to subsequent ones.

In this work, we propose the Term Set Generation (TSGen) frame-
work to address this problem. Specifically, instead of one or several
sequences, TSGen uses a set of terms as the DocID, denoted as
T (𝐷) = {𝜏1, . . . , 𝜏𝑁 }. These terms are automatically selected to
concisely summarize the information in the document and distin-
guish it from others. On top of the term-set DocID, we revolutionize
the constrained beam search with a permutation-invariant decod-
ing algorithm, with which any permutation of the term set always
leads to the corresponding document1. Meanwhile, the model can
explore the optimal permutation of the term set on its own. This
translates to an aggregation function of Ψ(·) ← max(·). Finally,
the model is incentivized to generate the term set in its favorable
permutation through an iterative optimization procedure.

In the remaining part of this section, we will elaborate on the
learned term selection (Section 3.1), the permutation equivariant
decoding (Section 3.2), and the iterative optimization (Section 3.3).

1We explicitly guarantees the uniqueness of the term sets as described in § 3.1, §4.1.

3.1 Learned Term Selection
The quality of the terms is critical to the retrieval quality of TSGen.
They should be informative because otherwise they do not bring
about information and may interfere with the decoding process.
They should also be discriminative so that the model can better
learn the relation between the query and the term sets. In this place,
inspired by existing sparse retrieval methods [10, 23], we employ a
term selection module to learn from the query-document relevance
and perform accurate term selection.

Specifically, each document 𝐷 is first partitioned into a list of
terms: [𝑡𝐷1 , . . . , 𝑡

𝐷
|𝐷 | ]. Then, the terms are encoded into hidden states

by a BERT. Finally, the weight of each term is obtained by pooling
its hidden state into a scalar through an MLP layer (two linear
transformations plus one dropout). Formally,

𝒆𝐷𝑖 = BERT( [𝑡𝐷1 , . . . , 𝑡
𝐷
|𝐷 | ]) [𝑖], 𝑤𝐷

𝑖 = MLP(𝒆𝐷𝑖 ). (2)

The same operation is performed on the query 𝑄 as well, re-
sulting in the term weights {𝑤𝑄

𝑗
} |𝑄 |
𝑗=1. Both BERT and MLP are

learned with contrastive learning based on the relevance signals
A = {⟨𝑄,𝐷+, {𝐷−

𝑖
}𝑀
𝑚=1⟩} where 𝐷

+ is the relevant document to𝑄 ,
and {𝐷−

𝑖
}𝑀
𝑚=1 are𝑀 hard negatives mined from BM25:

L = min

(
− log exp(𝑠 (𝑄, 𝐷+))

exp(𝑠 (𝑄,𝐷+)) +∑𝑀
𝑚=1 exp(𝑠 (𝑄,𝐷−𝑚))

)
, (3)

𝑠 (𝑄, 𝐷) =
∑︁

𝑡
𝑄

𝑗
=𝑡𝐷

𝑖

𝑤
𝑄

𝑗
𝑤𝐷
𝑖 (4)

where 𝑡𝑄
𝑗
= 𝑡𝐷

𝑖
indicates 𝑡𝑄

𝑗
and 𝑡𝐷

𝑖
are the same term.

Therefore, the module learns to assign high weights to those
terms that not only represent the whole documents, but also dis-
tinguish the relevant document from the irrelevant ones. Based
on these well-learned weights, we select the top-𝑁 terms for each
document to formulate the term-set DocID:

T (𝐷) =
{
𝑡𝐷𝑖 : 𝑤𝐷

𝑖 ∈ top-𝑁
(
{𝑤𝐷

𝑖 }
|𝐷 |
𝑖=1

)}
. (5)

In practice, we choose the smallest value of 𝑁 while ensuring the
uniqueness of the term set. For example, 𝑁 = 12 is already enough
for a small-scale corpus like NQ100K.

3.2 Permutation-Invariant Decoding
Constrained beam search is the most prevalent way for genera-
tive retrieval to efficiently generate valid DocIDs. It creates a pre-
fix tree (a.k.a. trie) encompassing all DocIDs in the corpus and
constrains the decoding process along a root-to-leaf trajectory on
this trie. In TSGen, any permutation of the term set DocID leads
to the corresponding document. Naively, this yields 𝑁 ! possible
trajectories on the trie, which is intractable. Instead, we propose
a permutation-invariant decoding algorithm to replace the con-
strained beam search. It is characterized by three properties. Firstly,
it guarantees that the generated DocID is valid. In other words,
the generation result is precisely one permutation of an existing
term set in the corpus. Secondly, it allows the model to explore the
optimal permutation of the term set, so that the model can first gen-
erate the terms it reckons more probable, then make fine-grained
decisions for others. Thirdly, it is implemented with an inverted
index based structure and hence is competitive in efficiency. The
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overall algorithm is depicted in Algotithm 1. We’ll go through the
algorithm and give the necessary explanation in the following.

Algorithm 1 Permutation-invariant decoding.
1: ⊲Create an empty inverted index that maps each term to docu-

ments containing it.
2: Φ← Inverted_Index()
3: for 𝐷 ∈ D do
4: for 𝜏 ∈ T (𝐷) do
5: Φ(𝜏).add(*𝐷)
6: end for
7: end for
8: ⊲For each beam...
9: 𝐵 ← Beam Size
10: for 1 ≤ 𝑏 ≤ 𝐵 do
11: ⊲Initialize the generated term with “<BOS>”.
12: 𝑋𝑏,0 ← [<BOS>]
13: ⊲Initialize the pointers to valid documents.
14: 𝑌𝑏,0 ← {∗𝐷 : 𝐷 ∈ D}
15: ⊲Initialize the valid decoding space.
16: 𝑉𝑏,0 ← ∪{T (𝐷) : 𝐷 ∈ D}
17: end for
18: ⊲Start generation...
19: for 1 ≤ 𝑡 ≤ 𝑁 do
20: ⊲Beam search over the valid decoding space.
21: ∀1 ≤ 𝑏 ≤ 𝐵, X𝑏,𝑡 ← 𝑋𝑏,𝑡−1 ×𝑉𝑏,𝑡
22:

𝑋1,𝑡 , . . . , 𝑋𝐵,𝑡 ← argmax
𝑋𝑏,𝑡 ∈X𝑏,𝑡

𝐵∑︁
𝑏=1

log𝑝 (𝑋𝑏,𝑡 | 𝑋𝑏,<𝑡 ;𝑄 ;Θ)

𝑠 .𝑡 .𝑋𝑖,𝑡 ≠ 𝑋 𝑗,𝑡

23: ⊲Reorder valid documents to align with current beams.
24: ∀1 ≤ 𝑏 ≤ 𝐵, 𝑌𝑏,𝑡−1 ← reorder(𝑌𝑏,𝑡−1)
25: ⊲Get documents containing the newly decoded term.
26: ∀1 ≤ 𝑏 ≤ 𝐵, 𝑥𝑏,𝑡 ← 𝑋𝑏,𝑡 [−1], 𝑦𝑏,𝑡 ← Φ(𝑥𝑏,𝑡 )
27: ⊲Narrow down the valid documents.
28: ∀1 ≤ 𝑏 ≤ 𝐵, 𝑌𝑏,𝑡 ← 𝑌𝑏,𝑡−1 ∩ 𝑦𝑏,𝑡
29: ⊲Update the valid decoding space.
30: ∀1 ≤ 𝑏 ≤ 𝐵, 𝑉𝑏,𝑡+1 ← {T (𝐷) : 𝐷 ∈ 𝑌𝑏,𝑡 } \ 𝑋𝑏,𝑡
31: end for
32: ⊲Return the retrieved documents.
33: return {𝑌𝑏,𝑁 }𝐵𝑏=1

The beam size is denoted as 𝐵. We keep track of the following
variables: (1) A list of terms that have been generated until the
𝑡-th generation step in 𝑏-th beam, denoted as 𝑋𝑏,𝑡 . (2) Pointers to
documents whose DocIDs contain all the generated terms until the
𝑡-th step in 𝑏-th beam, namely the valid documents, denoted as 𝑌𝑏,𝑡 .
(3) The valid decoding space for next-term generation in the 𝑡-th
step and 𝑏-th beam, denoted as 𝑉𝑏,𝑡 .

In line 1-7, we build an inverted index to map each term to
the document whose DocID contains that term. The document is
represented by its pointer for efficiency. In line 10-17, we initialize
the above three variables. Notably, the initial valid decoding space
is all existing terms. From line 19, we start to loop over the 𝑁

generation steps (since each DocID consists of𝑁 terms). We first get
the valid decoding space by conducting Cartesian product between

the already generated terms and all valid terms. Then we perform
a standard beam search over the valid term space, selecting the top
𝐵 hypotheses based on likelihood. Therefore, the generative model
is enabled to select any terms in the valid decoding space, which
translates to exploring the optimal permutation of the term set on
its own. In line 23, we reorder 𝑌𝑏,𝑡−1 so that it aligns with 𝑋𝑏,𝑡 in
terms of the beam index. Then we look up the inverted index to
obtain the documents containing the newly decoded term 𝑋𝑏,𝑡 [−1],
and update the valid documents by intersection in line 25. Next,
we can get the valid decoding space of the next generation step,
which is the union of terms in the valid DocIDs minus the already
decoded terms. At the end of the loop, the valid 𝐵 documents are
returned, which correspond to the generated term sets.

The permutation-equivariant decoding draws the same outcome
as the intractable solution based on trie: guaranteeing the validity of
the generated term-set DocID while allowing the model to explore
the optimal permutation of the term set. Besides, it is competitive
in efficiency as verified in Table 5.

3.3 Iterative Optimization
The generative model to remember the DocIDs in its parameters,
meanwhile, it must learn the relevance between the query and the
DocIDs. This calls for fine-tuning the model with annotated or syn-
thetic data. Existing works usually employ one or several sequences
as DocID, which are defined in advance of the optimization of the
model. Therefore, the Seq2Seq learning can be directly applied,
which maps the input query to the relevant DocID.

In TSGen, a set of terms is used as the DocID, and all permu-
tations of the term set lead to the corresponding document. This
implies 𝑁 ! possible sequences for a single document, while enumer-
ating them is intractable. A straightforward solution is to randomly
sample one or several sequences from these candidates and perform
the standard Seq2Seq learning. However, as mentioned in Section 1,
different permutations of the term set may significantly differ in
the generation likelihood. Thus, a randomly sampled permutation
may not be favorable to the model, which means its generation
likelihood is low. Optimizing the model towards generating in such
a permutation may adversely influence its memorization and gen-
eralization capability. Instead, we incentivize the model to follow
the permutation that it deems the most probable, which is in line
with the goal of our permutation-equivariant decoding algorithm.
This is done with our iterative optimization procedure.

In 𝑇 -th iteration (𝑇 starts from 1), we sample the favorable per-
mutation of the term-set DocID from the generative model itself
to serve as the learning objective. Specifically, given the model’s
latest snapshot Θ𝑇−1 and the query, we let the model generate the
permutation it deems the most probable in a similar way to Algo-
rithm 1. Formally, denote the beam size as 𝐵′, terms generated until
the 𝑡-th step in the 𝑏-th beam as 𝑍𝑏,𝑡 , we perform the following
operation on all beams 1 ≤ 𝑏 ≤ 𝐵′ and loop over 𝑁 steps:

𝑉 ′
𝑏,𝑡
← T (𝐷) \ 𝑍𝑏,𝑡−1, Z𝑏,𝑡 ← 𝑍𝑏,𝑡−1 ×𝑉 ′𝑏,𝑡 ,

𝑍1,𝑡 , . . . , 𝑍𝐵′,𝑡 ← argmax
𝑍𝑏,𝑡 ∈Z𝑏,𝑡

𝐵′∑︁
𝑏=1

log𝑝 (𝑍𝑏,𝑡 | 𝑍𝑏,<𝑡 ;𝑄 ;Θ𝑇−1;𝑢),

𝑠 .𝑡 .𝑍𝑖,𝑡 ≠ 𝑍 𝑗,𝑡 . (6)
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Note that we add a temperature 𝑢 to the probability so that slightly
diversified permutations can be generated. As a result, we obtain
the permutation with high likelihood {𝑍𝑖,𝑁 }𝐵

′
𝑖=1 according to model

Θ𝑇−1. Finally, we use query 𝑄 as the source, and the result of
the first beam (𝑍1,𝑁 ) as the target of the Seq2Seq learning in this
iteration. After convergence, the model is updated as Θ𝑇 .

There are two remaining issues. One is the initial permutation
of the term set. Among different options, e.g., purely randomized
permutation, or sampling from the pre-trained generative model
like T5 and GPT, we empirically find that permuting the terms by
their estimated importance in our term selection module brings
forth the best performance. The other one is about the convergence.
Although the sampled permutation is always changing, we keep
track of the model’s retrieval accuracy on a hold-out validation set.

4 EXPERIMENTS
Experiments are conducted to verify the effectiveness (Section 4.2),
the generalizability (Section 4.3), the scalability (Section 4.4), and
the efficiency (Section 4.5) of TSGen. Meanwhile, we analyse the
individual contribution of our technical designs (Section 4.6).

4.1 Settings
• Datasets. We leverage two popular datasets that are widely
used by previous works on auto-regressive search engines. One is
the NQ320K dataset [39, 43], which is curated from Natural Ques-
tions [18], containing 109k documents, 320k training queries, 7830
testing queries. The other one is MS300K dataset [37, 59], which is
curated from MSMARCO [30], containing 320k documents, 360k
training queries, and 772 testing queries. To investigate the perfor-
mance of TSGen when scaled to a larger corpus, we also leverage
the MSMARCO Passage dataset, which contains 8.8M passages,
500k training queries, and 6980 testing queries.
• Metrics. We measure the retrieval quality at the top-K cut-off
by MRR@K (M@K) and Recall@K (R@K), which focus on the
perspective of ranking and recall, respectively.
• Implementations.We leverage T5-base [34] as our backbone.
We select 𝑁 = 12 terms on NQ320K and MS300K, and 𝑁 = 16 terms
on MSMARCO Passage. We treat each single word, separated by
space, as one term. The term usually contains a single token. Some-
times it contains multiple tokens. We append a “,” to the last token,
which indicates the termination of the term.We can apply this mech-
anism to other granularities such as n-grams, i.e. a set of n-grams
can be used as the DocID. We leave it to future work. Following
the existing works [43, 59], we leverage fine-tuned DocT5 [7] to
generate synthetic training queries. For each document, we use 10
synthetic queries on NQ320K and 3 synthetic queries on MS300K.
When generation, the beam size 𝐵 is set to 100 throughout the exper-
iments, which is also the same as in previous works. As for iterative
optimization, we perform 2 iterations by default, and we sample the
favorable permutation with a temperature 𝑢 = 3. We’ve uploaded
our implementations to https://github.com/namespace-Pt/TSGen.
• Baselines. We introduce a diverse collection of generative re-
trieval baselines with different DocID settings: DSI [39]: using hi-
erarchical KMeans IDs; NCI [43]: using layerwise distinguished
KMeans IDs. GENRE [2]: using titles; Ultron [59]: using urls; SEAL [1]:
using all n-grams in the document; MINDER [21]: using titles, syn-
thetic queries, and n-grams; GenRet [37]: using learned DocIDs.

We also compare several traditional retrieval baselines, includ-
ing the sparse retrieval methods BM25 [36], UniCOIL [23], and
SPLADEv2 [10]; the dense retrieval methods DPR [17], ANCE [46],
and GTR [31]. Among them, UniCOIL and SPLADEv2 are both
based on learned term weights and are closely related to TSGen.

4.2 Main Analysis
We main evaluation results of TSGen on NQ320K and MS300K are
reported in Table 1. We have the following observations.

Firstly, TSGen demonstrates a notable advantage over the
strongest generative retrieval baseline on both datasets. For
example, on NQ320K, it outperforms GenRet by +2% on M@100; on
MS300K, it achieves a relative improvements of +16% over Ultron
on MRR@100. This verifies the high retrieval quality of TSGen.

Secondly, when compared with natural langauge sequence based
DocIDs, e.g. GENRE with titles, Ultron with URLS, and SEAL/MIN-
DER with n-grams, TSGen achieves better Recall. This is as
expected since the sequence based DocID is more likely to cause
the false pruning of the relevant DocID, while TSGen can largely
mitigate the problem. TSGen also significantly outperforms them
on MRR. This is because TSGen can follow the optimal permutation
to generate the term-set DocID, which yields a higher likelihood
for the relevant DocID so that it is ranked higher.

Thirdly, the advantage of TSGen still holds in comparison
with traditional retrieval approaches: It achieves superior rank-
ing performance than all traditional retrieval baselines in terms
of MRR and Recall at small cutoffs. This again validates the ef-
fectiveness of TSGen. In our ablation studies, we’ll show that the
term-set DocID and the permutation-invariant decoding are the
main contributors to such advantages.

Fourthly, despite the above advantages, we may observe that the
sparse/dense retrieval baselines may outperform TSGen in terms
of R@100 on MS300K. This is in line with the findings in [57]. We
conjecture it’s because the “false pruning” problem, though largely
mitigated by TSGen, still occurs. However, now it does not orient
from the DocID and the generation process, instead, it orients from
the generative model. That’s to say, the model believes all terms in
the term-set DocID are irrelevant to the query and hence chooses
others for decoding. How to avoid such errors and learn a better
model to make accurate decisions would be left to future work.

4.3 Generalizability Analysis
The retrieval capability of the generative model can be decomposed
into two dimensions. 1) The memorization, which memorizes the
DocID and the query-doc relevance that have been seen during
training. 2) The generalization, which generalizes the learned
knowledge to new DocIDs that have not been observed in training.
Many existing works have been shown to have limited generaliza-
tion capability [37]. They usually rely on extensive data augmenta-
tion (e.g. generate many synthetic queries for each document in the
corpus) to alleviate this problem. However, the problem remains
especially when new documents are updated to the corpus [4, 27].

In this experiment, we evaluate the memorization and general-
ization capability of TSGen. We partition the corpus into two halves
for both NQ320K and MS300K, with training queries preserved for
50% of the documents (Seen), and with training queries removed
for the other 50% of the documents (Unseen). The statistics of the

https://github.com/namespace-Pt/TSGen
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Table 1: Evaluation of the retrieval effectiveness on NQ320K and MS300K. † denotes the results on NQ320K are copied from [37].
* indicates significant improvements over the best generative retrieval baseline with p-value < 0.05.

NQ320K MS300K

Category Method M@10 M@100 R@1 R@10 R@100 M@10 M@100 R@1 R@10 R@100

Sparse
BM25† – 0.211 0.151 0.325 0.505 0.313 0.325 0.196 0.591 0.861
UniCOIL 0.710 0.713 0.619 0.862 0.926 0.425 0.435 0.284 0.766 0.951
SPLADEv2 0.726 0.731 0.624 0.873 0.954 0.443 0.452 0.328 0.779 0.956

Dense
DPR† – 0.599 0.502 0.777 0.909 0.424 0.433 0.271 0.764 0.948
ANCE† – 0.602 0.502 0.785 0.914 0.451 0.455 0.299 0.785 0.953
GTR-Base† – 0.662 0.560 0.844 0.937 0.484 0.485 0.332 0.793 0.960

Generative

DSI 0.594 0.598 0.533 0.715 0.816 0.339 0.346 0.257 0.538 0.692
NCI† – 0.731 0.659 0.852 0.924 0.408 0.417 0.301 0.643 0.851
GENRE 0.653 0.656 0.591 0.756 0.814 0.361 0.368 0.266 0.579 0.751
Ultron 0.726 0.729 0.654 0.854 0.911 0.432 0.437 0.304 0.676 0.794
SEAL† – 0.677 0.599 0.812 0.909 0.393 0.402 0.259 0.686 0.899
MINDER 0.709 0.713 0.627 0.869 0.933 0.431 0.435 0.289 0.728 0.916
GenRet† – 0.759 0.681 0.888 0.952 – – – – –

TSGen 0.771* 0.774 0.708 0.889 0.948 0.502* 0.505* 0.384* 0.781* 0.931*

Table 2: Evaluation of the memorization and generalization capability on seen and unseen documents, respectively.

NQ320K MS300K

Seen (50%) Unseen (50%) All (100%) Seen (50%) Unseen (50%) All (100%)

Method M@10 R@10 M@10 R@10 M@10 R@10 M@10 R@10 M@10 R@10 M@10 R@10

NCI 0.771 0.882 0.050 0.143 0.410 0.549 0.408 0.643 0.034 0.082 0.260 0.412
GENRE 0.763 0.869 0.138 0.187 0.448 0.558 0.361 0.579 0.150 0.312 0.196 0.411
Ultron 0.782 0.891 0.300 0.383 0.471 0.570 0.432 0.676 0.197 0.246 0.313 0.492
MINDER 0.774 0.907 0.303 0.415 0.488 0.639 0.431 0.728 0.285 0.433 0.335 0.569

TSGen 0.809 0.900 0.466 0.654 0.552 0.700 0.484 0.766 0.390 0.588 0.391 0.642

Table 3: Dataset statistics for the evaluation of the memoriza-
tion and generalization capability of TSGen.

Dataset Shard #Docs #Train #Validation #Test

NQ320K Seen 59,739 173,447 3,000 3,915
Unseen 50,000 – – 3,915

MS300K Seen 314,461 359,000 564 772
Unseen 289,790 – – 439

curated datasets are reported in Table 3. Given the above setting, the
generative model is prevented from memorizing any information
about the unseen documents during the training stage. We pick
out several strong baselines for comparison, each of which uses a
distinct DocID schema. The results are reported in Table 2.

According to the results, TSGen marginally outperforms the
baselines on the “seen” half; nevertheless, its advantage is signifi-
cantly magnified on the “unseen” half. This indicates the superior
generalizability of TSGen. The reasons are two-fold. 1) TSGen uses
a set of terms as the DocID, which is naturally generalizable across
documents thanks to the potential overlap of terms. In other words,
the unseen documents may share the same term as seen documents.
Thus the model learned on the seen half has some prior knowl-
edge of the DocIDs in the unseen half. Though GENRE, Ultron,

Table 4: Evaluation of the scalability on MSMARCO Pas-
sage [30]. † denotes the result copied from [32]. ‡ denotes the
result copied from [21].

Model #Training Queries M@10

BM25 – 0.187
DPR 0.5M 0.314

DSI+DocT5×1 8.8M 0.075
DSI+DocT5×40† 352M 0.133
MINDER‡ 7.2M 0.186
TSGen 8.8M 0.195

and MINDER may also have such prior knowledge thanks thanks
to the potentially similar semantics between DocIDs, they may
fail to take advantage of it due to the false pruning problem. 2)
TSGen adopts the permutation-invariant decoding, which enables
the model to explore its favorable permutation of the term set, and
hence facilitates the generation of the relevant DocID.

4.4 Scalability Analysis
Scalability is a crucial challenge for generative retrieval and is
of wide interest to the community [32]. In this experiment, We
evaluate TSGen on the entire MSMARCO Passage dataset, which
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Table 5: Evaluation of the efficiency on NQ320K.

Method Memory Query Latency (s)
(MB) beam size = 10 beam size = 100

DSI 12 0.03 0.21
NCI 12 0.03 0.21
GENRE 27 0.05 0.47
Ultron 32 0.08 0.64
MINDER 210 0.32 3.14

TSGen 35 0.06 0.69

contains 8.8M passages. Following the setting in [32], we augment
each document with𝑀 synthetic queries generated by a DocT5 [7]
model, and only use the synthetic queries as the training data.
Due to limited computation resources, we set𝑀 = 1 (the original
work set 𝑀 = 40), resulting in 8.8𝑀 training queries. We set the
number of selected terms per passage (i.e. 𝑁 ) to 16. This results in
48,577 term-set collisions. We examine some cases and find most
collisions are coming from different editions of the same page (the
contents of two passages are almost identical). In this case, knowing
that the computation cost grows as 𝑁 increases, we do not further
scale 𝑁 . Instead, we keep uniqueness by applying simple heuristics
given 𝑁 fixed to 16. Concretely, if two documents’ term sets collide,
we replace one document’s last selected term with another less
weighted term in it to distinguish those two documents.

The results are reported in Table 4. First of all, TSGen is advanta-
geous against DSI on such a massive corpus: when trained with the
same amount of data (8.8M training queries), TSGen significantly
improves the MRR of DSI. It even outperforms DSI scaled with 40
augmented queries, which consumes 40 times more training data
and hence is much more expensive. Besides, TSGen improves the
strong baseline MINDER by 5% when trained with a similar amount
of queries. These observations validate the scalability of TSGen.
Lastly, generative retrieval methods still lag far behind the perfor-
mance of dense retrieval on such a large corpus. This has been a
widely-known issue of generative retrieval methods. Several con-
current works point out that utilizing contrastive learning [20, 48]
in training may improve the effectiveness on a large corpus, which
may be combined with TSGen for further improvements.

4.5 Efficiency Analysis
The running efficiency is evaluated in Table 5. Particularly, we mea-
sure the memory consumption for hosting the DocIDs of the entire
corpus; we also measure the time cost (query latency) with different
beam sizes. DSI and NCI enjoy the smallest memory usage and the
lowest query latency thanks to their short DocID (only 10 integers).
GENRE and Ultron require more space and are a little slower than
DSI, because their DocID sequences are longer. Our method, TS-
Gen, leverages an inverted index to perform permutation-invariant
decoding. It achieves similar efficiency as Ultron. MINDER employs
an FM index, which consumes much more memory and is also
slower than all other approaches.

4.6 Ablation Studies
The ablation studies are performed for each influential factor in
TSGen based on NQ320K dataset as Table 6.

Table 6: Ablation studies on NQ320K. The default settings of
TSGen are marked with *.

Factor Setting M@10 R@10 R@100

DocID Sequence 0.749 0.864 0.921
Term-Set∗ 0.771 0.889 0.948

Term
Selection

Random 0.628 0.739 0.811
Title 0.743 0.856 0.915
Learned∗ 0.771 0.889 0.948

Optimization Non-Iterative 0.751 0.868 0.932
Iterative∗ 0.771 0.889 0.948

Term Number
8 0.760 0.879 0.940
16 0.771 0.889 0.947
12* 0.771 0.889 0.948

Initial
Permutation

Random 0.728 0.857 0.931
Likelihood 0.716 0.847 0.915
Weight∗ 0.771 0.889 0.948

Synthetic
Queries (SQ)

Ultron w.o. SQ 0.670 0.779 0.845
NCI w.o. SQ – 0.679 0.909
TSGen w.o. SQ 0.728 0.846 0.925
TSGen∗ 0.771 0.889 0.948

Model
Scale

DSI large 0.613 0.733 0.835
NCI large – 0.885 0.945
GENRE large 0.663 0.770 0.828
SEAL large – 0.812 0.909
TSGen large 0.779 0.896 0.954

Beam
Size

10 0.770 0.876 –
200 0.771 0.892 0.951
100* 0.771 0.889 0.948

• DocID. We compare the proposed term-set DocID with the se-
quence based one. For the latter, the terms are ordered as a sequence
by their estimatedweights (empirically more competitive than other
sequence orders). It can be observed that the retrieval quality of
term-set DocID is notably superior to that of the sequence DocID.
As discussed, the term-set DocID together with the permutation-
invariant decoding effectively mitigates the false pruning problem,
which often happens on the sequence based DocID.
• Term Selection. We compare our learned term selection with
two alternatives: Random, the randomly selected terms from the
document; Title: terms within the title. Firstly, there are huge differ-
ences between different term selection strategies, which verifies the
importance of term selection. Secondly, although directly making
use of title is a strong baseline (also a common practice in many
works [2, 9, 59]), our learned selection strategy is more effective.
Specifically, the term weights learned from relevance capture the
relationship between queries and documents. Thus, terms selected
based on these weights can distinguish the document from others,
which are suitable to serve as the DocID.
• Term Number. We compare three settings of the number of
selected terms for each document i.e. 𝑁 . It can be observed that
selecting less terms for each document degrades the ranking perfor-
mance more than the recall. This can be attributed to the fact that
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the identifier collisions are more likely to happen, and hence TS-
Gen does not know how to rank documents if they share the same
DocID, yet including them all in the retrieval results can roughly
maintain the the Recall@100 performance. On the other hand, se-
lecting more terms for each document cannot further improve the
retrieval quality. Therefore, our selecting protocol uses the smallest
𝑁 while keeping discrimination, i.e. 12 on NQ320K.
• Optimization.We compare our iterative optimization with its
non-iterative variant where the DocID’s permutation is fixed as its
initialization. Note that other settings (e.g. permutation-invariant
decoding) are kept the same. It can be observed that our proposed
optimization approach indeed contributes to retrieval quality. Such
an advantage is easy to comprehend, considering that the training
objective (the permutation of the term-set DocID) can be itera-
tively updated to keep consistent with the goal of our permutation-
invariant decoding in the testing stage.
• Initial Permutation. We compare three approaches for initializ-
ing the permutation in the first iteration. 1) Random: the selected
terms are randomly permuted; 2) Likelihood: the selected terms
are permuted by the generation likelihood of the pre-trained T5; 3)
Weight: the selected terms are permuted by their estimated weight
in the term selection module. We can observe that the initialization
turns out to be another critical factor for TSGen: the importance-
based method is notably stronger than the other two baselines. This
is probably because the importance-based initialization is easier to
generate and better reflects the query-document relationship.
• Synthetic Queries. Augmenting synthetic queries to is a widely
used strategy to improve generative retrieval [27, 43, 59]. It is also
helpful for TSGen. Specifically, TSGen’s retrieval quality is substan-
tially improved on top of query generation. Besides, the relative
improvement of TSGen is mainly from the proposed term-set DocID
and its generation workflow, rather than the extra data augmen-
tation. When query generation is disabled, TSGen maintains its
advantage over other baselines.
•Model Scale. The scaling-up of the backbone generative model
is another common approach to enhance generative retrieval. In
our experiment, empirical improvements are also observed when
we switch to a T5-large backbone. Meanwhile, it maintains the
advantage when other baselines are scaled up as well.
• Beam Size. We default to use 100 as the beam size following
previousworks, and juxtapose the other two different settings. It can
be observed that the Recall@10 drops when decreasing the beam
size to 10. This is as expected since a smaller beam size keeps fewer
candidates in each generation step and hence terms in the relevant
DocID may not be included. Another interesting observation is that
the MRR@10 almost stays the same when decreasing or increasing
the beam size. This is because TSGen can generate the relevant
DocID in its favorable permutation, thus assigning a high likelihood
to it and ranking it at the top, regardless of changing the beam size.

5 CASE STUDY
In Table 7, we show an example on MS300K to qualitatively eval-
uate TSGen. Compared with the title or URL, the term-set DocID
effectively summarize the information of the document. Besides,
TSGen generates the same term set in its favorable permutation for
different queries. It puts the term that matches with the query at
the front so that the likelihood is maximized.

Table 7: Case study of TSGen on MS300K. The displayed doc-
ument is the target of both query 1 and query 2. The term set
DocID is ordered by learned term weights. Terms matching
with the query are highlighted in yellow.

Document
Title: What Foods Not to Eat When Having High Creatinine
URL: http://www.kidney-treatment.org/creatinine/162.html
Body: ... Creatinine is a breakdown product of creatine. Since

kidneys are responsible for discharging creatinine in
blood, so when kidneys are injured for some reason,
creatinine level in blood increases. Therefore, high cre-
atinine level indicates there are lots of wastes in blood.
What foods not to eat when having high creatinine? 1.
Adjust protein intake...

Term Set: kidney, foods, eat, creatinine, creatine, blood, high, level,
snack, salted, wastes, potassium

Query 1: What food should not be eaten in kidney failure
Permut. 1: kidney , foods , eat , level, high, salted, snack, creatinine,

creatine, blood, potassium, wastes

Query 2: foods to raise my creatinine level
Permut. 2: creatinine , creatine , foods , high, level , eat, kedney,

blood, mean, snack, wastes, salted, potassium

6 CONCLUSION AND FUTUREWORK
In this work, we present TSGen, a novel framework for generative
retrieval to mitigate the false pruning problem stemming from the
natural language sequence DocID. It employs a set of terms as the
DocID instead of one or several sequences. On top of the term-
set DocID, we propose the permutation-invariant decoding, with
which any permutations of the term set will always lead to the cor-
responding document. We further devise an iterative optimization
procedure to incentivize the model to generate the relevant term
set in its favorable permutation. With comprehensive experiments,
we empirically verify that TSGen is more effective, generalizable,
and scalable than existing generative retrieval methods with com-
petitive efficiency. In the future, we would like to explore other
granularities to form the DocID, for example, the n-gram set. Be-
sides, we may combine the recent contrastive learning techniques
to further boost the performance on a large corpus.
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